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INSTRUCTIONS

Fach question is printed both in Hindi and
in English.

Answers must be written in the medium
specified in the Admission Certificate issued
to you, which must be stated clearly on the
cover of the answer-book in the space
provided for the purpose. No marks will be
given for the answers written in a medium
other than that specified in the Admission
Certificate. -

Candidates should attempt Question Nos. 1
and § which are compulsory, and any three
of the remaining questions selecting at least
one gquestion from each Section.

The number of marks carried by each
guestionn is indicated at the end of the
guestion.

Assume suitable data if considered
necessary and indicate the same clearly.

Notations and symbols used are as usual.
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Section—A

1. Answer any five parts of the following :
12x5=60

(@} 5% residents of a locality are earning
more than Rs 10 lakhs per annum. The
percentage of single earner in the
family among those earning more than
Rs 10 lakhs per annum is 80%, whereas
percentage of single earner among
others (earning less than Rs 10 lakhs
per annumj is 50%. A randomly selected
resident of that locality was found to be
single earner. What is the probability
that he earns more than Rs 10 lakhs
per annum?

(b) T is a triangle in (X, Y) plane with
vertices (0, 0), (0, V2) and /2, V2). Let
F(x, y) denote the area of intersection
of T and the set S={{q b):a< x, b<y}.
Does F define a cumulative distribution
function? If yes, find the joint
probability density function.

fc} Two players A and B decide to play a
series of at most 7 games. A player who
wins 4 games wins the series. If both
the players have equal chance of
winning a game and A wins the first two
games, what is the probability that A
will win the series?

{d} A city has N taxis numbered 1 to N.
A person standing at a crossing noted
numbers of n taxis that pass that
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frdt = F 5% RaEh gfoad 10 <@ €0 @
frs sumd 2t ufdad 10 &@ T A Afu=s
FHHE FTA] & 97 IER F 3TFA FHR1A G
ufasia 80% B, wafF 3= (wfaad 10 @@ %o
| HH HAA GTA) F WET 37FA HHA AT F
gfawa S0% 21 asf<os 9 9 g3 T 3™ W
¥F u frarfl 5 oFQ FHE I 9@ TG R
wifymar 8 T a7 wfaad 10 @ 50 4 sfu=s
HATAT 27

(X,Y) @ ® (0, 0), (0, 2) 3 (v2,V2)
HE) aren = B 7T R owmn R F(x )
T ofk og=9 S={{g b):asx, b<syl &
=3¢ =1 aa%a Al =@ 31 = F o+
gt sz wera gftvia e 27 afe =i, ot
FYH YRl =99 o+ wq Him) |

=1 Raedt A =it B afftreran 7 @<l 6 s Ao}
wo w1 Tirag = ) wiE faendt S 4 @
Sfaar 8, 2oft sfraar 81 =9} 291 Reenfzat & @«
o hit grET SUE B S A wEn a2 @9
Sfaar 2, 91 A =h Soft sfiaq & wifeenar = 87

UF WL | 1..QNH$WNW§I@
=afts T g W ST TRt 3§ SR/ TERA
et o 2R (w @ dwh D AT A eRh) A
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crossing (same taxi does not pass twice).
If M, is the highest taxi number noted,
find an unbiased estimate of N based
on M, .

{e} Let X,, X,,..., X,, be the lifetime of n
randomly selected patients of cancer. An
estimate 1s required for the probability
that a patient survives beyond time ¢,
i.e,, PX >t} =S8S(t) Find the maximmum
likelihood estimator of S{t}, if lifetime X
of the patients follow the following
probability density function :

fix) = ?Ej—c-exp{—xz /B), if x>0

= 0 , otherwise

(i, Let Uy be the number of Y’s those
are smaller than X’s in independent
random samples X, X,,..., X, and
Y,, Y,,....,Y,. Find EUx).

2. (a) Cumulative distribution function {c.d.f.)
of a random wvariable X is

Flx)=0 , if x<O
=1 if o=sx<i
4
=X, if 1<x<?2
3
=1, if x=2

Find o such that we can write
Fix}=oF .{(x)+ {1 —a)F4(x), where F_{x}
and F;(x) are c.d.f. of continuous and
discrete random variables respectively.
Find F_.(x) and F;(x). 20
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g A2 T g | g2 9 R m 2o denat o
M, Aft=mas d, @ M, I anaiEa N &1 SAiEd
ITRAT JTH hifsra |

() =m0 6 agos ¥ ] g9 ™ n FEr & A=l
w1 SEa-T X, Xp, .o, X TN WH & ¢
Fis wma Siifaa w3 & wlReear, stEfg
PX > 8 = S(t), & 0 e =nféa 81 S(g
1 Aoy . gwfaar 21w We hifse, af2
affrel &1 Sftlag-wa X Pasfafaa wifdsa ===
HAAd F IAFEHO FETE

£ =%"iexp(—x2/m, afR x >0
=0 . I

(&) @Waa wgfq=sw wfaent X, X,, ..., X, 3
Yy, Yo,..., Y, B, a1 & U, 38 YA g0
T X € BR B! EU ) 9w hifsa

2. (%) ol agfos - X =1 @9t w29 wer
(ﬁoa.’ol'so)%
F(x)=0 , aff x<0 -
, afe O0<sx<1l

, T 1< x<2
TFeE x=2

¢ TW wFR ww <hise % @\
Fx)=aF () +(1-a)F,(x) Tor@ wu&, =l
F.(x) 3 F (x) 9: gad iR 379ad gGgf=se
U FHo do Bo T F (x) 3 F; (x) W Ff¥w 20
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(b}

{c}

{b}

{c)

The joint probability density function of
random variables X and Y is given as

flo Y= kly? - x%e Y , if |x|<y, y>0

= 0 , otherwise
Comment on independence and
correlation between X and Y. 20

Explain consistency of estimators. Prove
that second smallest observation in a
random sample of size n from the
following probability density function is
consistent estimator of 6 : 20

f(x|8) =exp(-{x-8), if x>0
=0 , otherwise
The joint probability density function of
X and Y is
flx, y) =—é—xe“y, if O<x<2, y>0
= 0 , e€lsewhere

Derive the distribution of X +Y. 20

Explain convergence in rth mean and
convergence almost sure. Check various
modes of the convergence for {X,},

where  X,’s are independently
distributed as follows : 20
PlX,, =0]=1-—~1-- and P[X, =n}= 1
n’ n”

where r 22 and n=1, 2, ...

State and prove Wald’s fundamental
identity of sequential analysis. 20
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(@) X i Y ugfos 90 & T¥s Wifasd =\
h T o
floy = ky? -x2)e™ ¥, 1R |x|<y, y>0
-0 . aTEen

#1 oy 2 o 21 X 3 Y & e wmaan afik
TraTagdl g feuaoft hif 20

(M) It B a1 g e Al B
fr=fefas wifisar v9ca som @ n WY F
Tgfes® yled § guu ¥af W1 AU 6 H
HITg TR § ¢ 20

f(x16) =exp(—(x—8), @& x>0
=0 , 1=

3. (F) X 3 Y= 45 WiAsa 99 %o §

fix, W =—;—xe_y, g O<x <2, y>0

=0 , =13
X +Y @1 w2a ogagd hifsry 20

(@) r3 mea § sAfvgo it Pivaa = e =
gEgsul {X,} % fao faftm yer & srivmon
£ wita HifEe, sl X, @ox &9 8 afaiaa
E | |dfead § - 20
P[X, =0] =1——% 3ft PX, =n]=—
rn n
SEir>23MMn=12,...

(M)  pehies e F ars & difas Haiuﬁfﬂaﬁ
o SIS 3 fag Fifsm 20
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4. (a) The following is a random sample of
10 numbers lying between (0, 1) :

022 0-90 0-96 0-78 0-66
018 0-73 0-58 011 0-97

We wish to test the hypothesis H,
sample comes from uniform distribution

on (0, 1). Explain, how you will use
Kolmogorov-Smirnov test of goodness

of fit for Hy. Obtain the value of test
statistic. 20

(b) A random observation X belongs to a
population having probability density
function f(x). Describe likelihood ratio
test for testing Hg : f(x) = f;{x) against
H,: f(x)= fa(x} based on a single
observation, when

filg =—2e 3%
1{(x) = ——e€ , — o0 < X < oo
727
and
fﬂx}:%e"xl s — o0 < I < oo 20
fc} X, X5,..., X,, is a random sample from

Bernoulli population with parameter 6.
Consider that 8 has beta prior
distribution with hyper-parameters (a, b).
Obtain Bayes estimator for 8 under
quadratic loss function and hence
obtain min max estimator for 6. 20
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4. (%) (0,1) & M 951 Ieh 10 qEma &1 6
argf=ss wiaest fafafaa @ -

0-22 G-90 096 078 0-66
018 073 0-58 011 0-97

g afeme=l, Hg @ 9y, (0, 1) W GHEaH 523
[ form e 2, &1 ofiEe S 9TEd | |wnsgd e
Hy ¥ R famrida-faa & smesm Audm
qfiegor ) 3T FHY TG HH | Fiegor wfaeeis 1 7
oT" HiST)

w ATgfes® JEor X, WiREd ged B f(x)
Y Tt wufle @ w=tEa 'y e
Yemr wx @ Hg : f(x) = f(x) 1 Qe
Hy : F(x) = fo0 ¥ feg =0 3 R wnfam
T g w1 9uiA hifsg, s

i 2

o
il =—m—e 27, —m<x<e

J2n

fz(x)=~%€_|x‘ ., —oco< X < oo

Xy, Xy ooy Xy T @ A FAIAT TAE B T
argf=o® gfagd 31 e 6 0 foyr=a (a b)
aren e qd @24 v B 6 % fa REma il
wod ¥ arartd SW afeherss W™ shiftse 3 T
8 ¥ Riu sTeanfEy ITweEd WY HUl
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Section—B

S. Answer any five parts of the following :
12x5=60

{a} Consider a population of 3 units Uy, Uy
and U3 . The size measures of U,, U, and
Uz are respectively X, =6, X, =4 and
X3 =2. A sample of two units is drawn
from the population without replace-
ment such that the first unit is selected
with probability proportional to their
sizes and second unit is selected with
probability proportional to the sizes of
the remaining units. If n; denotes the
probability of inclusion of U; in the
sample, show that

51 44 25
"1 760" "2 "0 "* T 60

b) X =[X;, X5, X3]” has 3-variate normal
distribution with mean vector p and
covariance matrix >, where

-3 1 -2 0
n=|1 and X=[-2 5 0O
9 O o 2

Show that X, and X, are not
independent but [X,, X,]’ is indepen-
dent of X;. Further show that

—;-[Xl + X3} and X3 are also independent.
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[os—g
5. fA=fafga 9 9 & g v & I difse -

a= swEE U, U, 3 U, &% o adafg =)
wifaay U, U, 3 U, & (WM <+ |9 HHI:
X, =6, X, =4 3R X, =2 % wufzg @ @
TEFEal w1 T wfoey aideamaifia @ W
e Srar 8 6 9um genis IRl 3TmHG %
strgTfass WieRan & @iy =gfE K St @ iR
&t g o= g Tl ¥ it ¥ eriguifoee
Wdsal o @9 SgHa 6t st 21 9fe o, wiiesf
H U, T & afmfea 8 i mfierar %4
fafea =t 7, a1 g=nise 6
51 44 25

Ty, = —, =, ===
1760 "2 60 "3 T 60

X =[X,, X,, X5] "rew "w@few p M wgua
ofe=g Y Tren 3-=R yamTa €29 gt 8, gl

-3 1 -2 0
n=|1,| 3w =z=l-2 5 0
4 O 0 2

- =mwfeg B X, ofR X, wds 9 & weyg (X, X,)

X, 8 T@aa g1 I guiisy 6 %(xl +X,) 3R

X5 ot TEaz 31
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X =X, X5, X3]" has 3-variate normal
distribution with mean vector p and
dispersion matrix %, where

4 1 0O
and X=|1 2 1
O 1 3

Derive the distribution Qf

X, -X,+X
Y=4X, -6X, + X3 and z:[ ! 2 3]

2X, + X, - X3

X
(d) Consider the mean vector for X =|:X]]
2

3
to be u, =[ 2] and for Y to be p, =4.

The covariance matrices for X,, X,
and Y are

2 1
T e =[1 1], Oyy =9 and =,

Fit the equation Y =bg +bh X, + by, X,
and calculate multiple correlation
coefficient.

In a population consisting of three units
U,, U, and U3, the observations are
Y,, Y, and Y3 respectively. A sample of
size 2 is drawn from the population
by using simple random samplhng

C-DTN-K-TUA/SO 12




(M X =[X,, X,, X3]|” arex afem p Mt qftdmo
Afgad T aren 3-=) O ¥4 Tgar 8, Sial

{2 | 1 O
p=|-1{ 3 == 2 1
3 1 3

Xy ~X,+X
Y =4X, ~-6X,+ Xz ¥R zZz=| "t 72753
’ 2X1+X2'—X3

O = BH

&+ weq uH Hirfeu
(1) x=[x1]a:ﬁ—mmmaﬁmux =[3]aﬁty
X, -2

a;%q“y=4mﬂql XI’ X2 3?[( Y%ﬁ“’l’q

weuaor  Afdew 2H=[? i] Cyy =9 3T

W IS HIRY R Sg-dgarag qois A
o hirfsra '

(¥) = s=t Uy, U, 3R U; 8 I o gafy A
QO AN Y,, Y, I Y, Tt wfaeenamdiie v
argfess ufoaga g0 2 3A\M™ = Uk wiaest
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(b)

without replacement. Define an
estimator T as follows :

S+ Y2 , ifU, and U, selected

T = %Yl +§Y3 , if U; and U, selected
1 1

—2—}’2 +§Y3 » if U, and U selected

Show that T is unbiased estimator of
population mean and has smaller
variance than sample mean if
Y5;(3Y, -3, —Y;3)>0.

Explain in detail, the procedure of
randomization (i.e., allocation of
treatments randomly to plots) followed
in randomized block design and Latin
square design.

Let X =[X,, X5, ..., X} denote a column
vector of variables X;’s. Prove that Y
follows a p-variate normal distribution
Ny, 2) iff there exists a random
X =[Xy, Xa,..., X51” of independent
standard normal variables X;’s such
that ¥ =pu + BX with probability one for
some matrix B of full rank and BB’ = Y.

Distinguish between 23%- and 32-
factorial experiments. Explain, how you
will get sum of squares due to main and

interactions in 3<-factorial experiments.

C-DTN-K-TUA/ S50 14
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()

Tafe @ Frepren sar ®1 i3 eeass T FAmafataa
F 9ita gfenfa Hifsa -

1y v 1ly, =Ry, siru, safe @
2 1 > 2 1 2

T=*—;—Y1+~2§Y3 , afg U, 3 Uy =afxa g

%Yz +'51—Y3 , HE U, M U, Fafa &

zmige B T wnfe A @ iyTd emeedw R
3 wfdey wew 9 %9 YE™ T@ar 2, I
Y3(3Y, -3Y; ~Y3) >0 &I

mgf=sfipa @ves Afimrean 3 «fm =i
sifmern # orgefa  agfesdiewn (sl

X =X, X, n X pl ' X, & T

wfew =1 dha g v ) Tog HiSu & v
as 3 Fada afl p-= TEEE WA N, |, X)
W GG HUN, &6 T@dF AFS FTHHAT =
X, &1 U agfes®s N X =X}, X,,..., X,V
= e | OYER @ fF =i i =R
ﬁ@mBaﬂtBBmza:ﬁrqmﬁmqaﬁ%
qYy Y = p + BX.

—aﬁisz—a@mﬁuﬁﬁ%aﬁawm
#Hifgy Tagmsy % 3w 32 -Sgsawreh y=EE A
g 3T Rl & ®Re @ # A
R 9TH HU1| G} r @UsE 9T, FlE 9 YEvd

20
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Give format of ANOVA table for
32_factorial experiment mentioning
degrees of freedom if randomized block
design having r blocks containing
9 plots each is used. 20

{c} From a population of N units, a random
sample of 3 units is drawn by simple
random sampling with replacement.
Find the expectation of distinct units in
the sample. Define T as mean of distinct
units in the sample. Show that T is
unbiased estimate of population mean. 20

T. {a) Let X be distributed as N p i, 2)
(a p-variate normal distribution). Prove
that ¥ = CX, where C is r x p matrix of
rank r (1<r < p), is distributed as
N (Cu, CXC"). 20

(b) The variable X under study has
rectangular distribution in the interval
(@, a+d). The interval is divided into k
equal subintervals which form k strata
of equal sizes. From each stratum, a
simpie random sample of n /k units is
drawn. Let V; and V, be the variances of
estimator of population mean based
on siratified and unstratified samples
of size n respectively. Prove that
Vi /V, =k72, 20
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1)

(=)

(@)

@Y 9, Agfeodigd @uad JTRIEFCT &1 A

frmr W 2, @ 32-IgsumEet wam % faw
ANOVA aroft Y w9l Taasa ife &1 Ig@ =i
T Ay

N TERES % Tw gafd A, gy sive 'S
argfess ufewad 5w, 3 Tl @ OF Agfess
ufest ferren s @1 wfaest # B g 6
g ) g g ifsa) wfaesd o fa gwsat
¥ mor o wifa T @ atonia i sl B
T aafy mea <1 FaHEa e g1

o & X, N, u, %) (p-9¢ FaE" Fq2Aq) i
ity &g 21 fag five & Y =CX, S& C

] r (l<sr<p A rxp #gwm 3,
N {Cu, CT.C) il wifa sfea 2

stemEATRe W X f=ad (a, a+d) ®
ITIATHR ¥4 wEar Bl =a0d i «Ust k 39-
st i e fea s @ S @aE 2T %
k &R 999 21 u@% W 8 n/k SHEAT W
T T Gighese wiaast Peeen st ?1 A
v, 3 v, wHe: n AW F w@ia iR awfa
wfeelt w enutha wafe dmea F IThGRl *
o &) R AR & v, /v, = k72,

20

20

20

20
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{c) In a randomized block design with
k treatments and r replications, two
observations are missing. One missing
observation is related to ith treatment in
Jth block and the other is related to ath
treatment in fth block (i# o and j=B).
How will you estimate the missing
observations? Derive the expressions for
the estimate of missing observations. 20

8. (a) Define ratio estimator for estimating the
population total and derive expression
for the standard error of the estimator. 20

{(b) Obtain an expression for estimated
value of Y for given X = x, by fitting a

curve eXY =a+be?* to n given points
(x; y;)y =12, ..., n using least-square
method. 20

(c) Let X,, X5,..., X, be a random sample
from p-variate normal distribution
N, (11, %), where X = [X,,, Xooes s X pal’s
=12 .,mn1,,,=[1,14..1} and Zpxp
is known. Define

Prove that 7, and T, are unbiased
estimators of p and V(T;) < V(T;). 20

C-DTN-K-TUA/ SO 18




(71)  k S9ER SR r Augihdl @ edt agf=adsa
WUEF HATHCTT H Q1 V&9 gH B TH TH B0
i d ITER IR j4 @Sk 4 gEafwg g 3R gma
oF IEE M B @H (i=a 3 j=p) |
=g 81 8 Qv T ST I Y H7
TH Haron % ATeRe o forn =iees sgemm sl 20

8. (%) TOE I F HEH T JIUIGE Aheid ohi
ot €S 3R SmRetss % AEsE 3 & fag

ST YA hiTeIg | 20
(@) =maa-wet fafg = v ww@ o gu, R MW@ n
fomget (x, y), i=L2..,n W d%

e®*Y =a+be?X mfdra w Y, wEE
X =xo, & FRd AF F g U= wmw
Fifsm) 20

(M wm R X, X,,.., X, pa WHHE €A
N, %) & = agfss wfewesl 2, <=

XC& =[X1CI’ qu, aeny Xp(:t]’? —1 2
lpx: =[L 1., 17 3R E , ., 76 3 tr&‘nﬁﬁa
£k

5, =1X o g, SUETX

- _ _ n’
sel X = [X), Ko, s Xpl 83X, =1 S x,,
n

a=1
i=12.,p FHEHike 5 s 7, un &
IARAT 3w 7 3 V(T,) < VILR)- 20
* W i
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ST
e v fa=at 37 37t 2T | wur €

vl @& Iux I gregw 4 for@ s wfan, Frawr 3gw
37195 NAW-9F H fFar mar 8, 3 3T Hreww w7 wiw

3P IW-YEEH F E-YE 9 IHfea [ e @
feear srr =rfew) mEv-99 W 3fZRaa mremg &
s7faRs 317 fFdt ot § g 71w 3w W ¥ 37+
T8 faeit

97 T 1 3R 5 sifant &1 wrht v F @ s
s d HH-H-FH TH 0¥ gIIK [Hal a7 qv9F &
3T ST

TdF IvT & fo1e (799 37 U7 & 31iq § 2w 1w 8

Ffe avIE g, db IuYh IHiwg! w1 waq FHm agr
IFt (3T Fifsai

gk Hehd 3R Fdia gafcra 9gfd & gar &1

Note : English version of the Instructions is
printed on the front cover of this
question paper. :




