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STATISTICS - II |

Time Allowed : Three Hourst |

Maximum Marks : 200

INSTRUCTIONS

Candidates should attempt FIVE questions in
ALL including Questions No. 1 and 5§ which are
compulsory. The remaining THREE guestions
should be answered by choosing at least ONE
question each from Section A and Section B.

The number of marks carried by each question
is indicated against each.

Answers must be written only in ENGLISH.

(Symbols and abbreviations are as usual.)

Any essential data assumied by candidates for
answering questions must be clearly stated.

SECTION A

|
|
1. Attempt any five sub-parts.
(a) Let A be any n x m matrix and K be any m x m
non-sihgular matrix andilet B = AK. Show that
BB = AA™
where A~ denotes g-inverse of matrix A. &
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(b) Let l; ﬁ and l; ﬁ be the least squares estimators

¢ M ’
of two estimable linear functions ll B and lzﬁ

respectively. Prove that
Var (I, B) = 0% I, C™ L,
Var ( l;;, ﬁ ) = > Z;’C" Lo,

Cov (L B, I, B) = o® {;C7 Ly,
where C~ denotes a g-inverse of C = A’A. 8

(¢) Consider three independent random variables
Y1 Yor Y3 having a common variance c? and
expectations E(y;} = B; + B, E(y,) = By + B3,
E(y;) = Bg — Bs. Find the BLUE of the function
By — By + 2 Bj- 8

(d) Let x4, X5, ..., X, be independent observations
from a rectangular population in the range 0 to 6.
Obtain the best estimate of 9, in the sense of its

important properties.

(e} Let x,, Xg, ...y X be a random saﬁple drawn from
the population

0, if x=1
Ja-e .. __
fﬂ(x) = ‘l(_?\.—_——T), 1if K—2,3,...,}~.
0, otherwise,

where 8 and A are unknown.

Find maximum likelihood estimators of 8 and A. 8
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(f) Explain the concept of colnpleteness of a statistic.
Show that |
|
|

=in
' |

is a complete sufficient statistic for the parameter
€ in a random sample X,, X,, ..., X drawn from
the population

f(x) = 851 —&)' ~ %, | x =0, 1. 8
|

2. (a) Prove that a generalizéd inverse of any matrix
always exists, but not u:nique. 10

(b} Let S; denocte the sum 1I:-f squares with r degrees
of freedom due to the sget L of linear funct.mns

'y, where y = AP + g, E(g) = 0, D(g) =

Show that S /oZ is distributed as non-central
chi-square with r degrees of freedom . and

non-centrality paramet.?r 8 =5, n/c2, where

2(3,1

i=1 ’ N 10
(c) Define Minimum Variance Bound (MVB)
estimator. ||
Let x;, X5, ..., X, be a random sample from a

population with pdf |

p0+x)~ 1% x>0 0>0
fix, 9) =

0, otherwise.

Obtain MVB estimator of 1/80 and e°. 10
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When would you use minimum chi-square
method of estimation ? Describe the methods of
minimum chi-square and modified minimum
chi-square and c¢ompare them with the
maximum likelihood method.

Define Estimation Space and Error Space. When
is a linear function 'Y = E [.Y. said to belong

to error ?7

If Y = CY be any linear function of
observations Y,, ¥,, ..., Y, and if C  be a resolved
part of C along the estimation space, show that

E(Y) = B(CY).

Consider the model
= 0y + &,
=200 — O + Eg,
= 0y + 20, + €4,
where & ~ N(O, 1).

" Derive an appropriate test to test the hypothesis
Hy: oy = &y 10

Find the MIL.E of 6 for the exponential family of
distributions

fy(x) = exp{C(O) + QO T(X) + H(x)}, 8 € 8 c R’

and prove that there exists a solution of the
likelihood function, if and only if T(x) and

— C(8)/Q’(8) have the same range of values. 10
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(d)

4. (a)

(b}

(c)

(d)

Let %,, X5, ..., X, be airandom sample from the
uniform distribution 1¢0, 8). Obtain 100 (1 — )%
confidence interval for 6 and explain how the
length of the interval be made shortest. 10

For the linear model !

Y = A + € |
with E(s) = 0 ]l

D(e) = o1,
show that F-test can be applied to test the
hypothesis H, = 0. | 10

Let T, and T, be MVU estimators of a parameter
0. Show that no unblased linear combination of
T and T, can be an N[VU estimator of 8. 10

Discuss in detail, undJr appropriate assumptions,
the analysis of a  balanced two-way cross
classification under random effects model. 10

Define uniformly most acecurate (UMA) and
uniformly most acc;urate unbiased (UMAU}
confidence sets. '

Using the relatmnshlp between confidence
intervals and hypothems testing, find UMAU

confidence set of lev?l 1 — a for o2 in random
sampling from N(8, %) population, © being
assumed known. 10
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SECTION B

5. Attempt any five sub-parts,

(a)

(b)

(c)

(@)

(e)

Which of the two types of error is considered to
be more serious in testing statistical hypotheses ?
Explain with appropriate examples. How is the
problem tackled ? State the major steps involved
in testing statistical hypotheses.

Define unbiasedness of a test and explain why
such a test is most desirable.
Let the power function of every test ¢ of

' H,:6€ ®, against H, : 6 € ©, be continuous in

0., Then prove that a UMP o-similar test is UMP
unbrased.

Explain the terms : stopping rule, decision rule,
stopping region, stopping variable with examples
in sequential test procedure.

Explain chance causes and assignable causes of
variation in guality manufactured product.
Assuming that the characteristic variable follows
normal distribution with unknown mean and
unknown s.d., give the central line and the
control limits for X and R-charts.

Let X ~ Np(u, 2) and suppose that X, yu and X
are partitioned as

x (1) (1) > b3
X = { (2)}, n = l:u . and X = H _12
X p(2 251 Zap

i,

where X' has I elements, I < p.
Under what condition are X% and X%
stochastically independent ?

8

C-JTT-J-TB 6 iContd.]



(£

6. (a)

(b}

(d)

)

Let A~ W (p, n, £) and let A and T be partitioned
into g and (p — q) rows and columns

A A ) =
A=|: 11 12}’ Z=|: 11 12:|’
Agy Agy o1 Zao

where A, and Z,; are each .qxgq and W()
denotes Wishart statistic.

Prove that A;; ~ W (q, n, Z4).

Let X,, X,, ..., X, be independent random
variables each distributed as exponential
distribution with pdf

fix, 8) = {- RICEL RGPS

A being known. Apply likelihood ratio method to
test H; : 8 = 8, against H,.: 8 > 8,.

Define O.C. -and ASN functions. Derive formulae
for these functions of Wald’s sequential

~probability ratio test.

What do you mean by ASN and ATI in acceptance
sampling plans ? Show their relationship, if any.
Obtain ASN and ATI functions of Double
Sampling plan by attribute.

Explain Discriminant function and state its uses.
Describe how discrimination between two
multivariate normal populations can be tested.

10

10

10

10
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Let x,, %5, ..., X be a random sample from the
population

fix, ) = El}-e—’"", 0<x <o, B> 0.

Find a-size UMP critical region to test H; : 6 < 8,
against H, : 6 > ©,.

Define Bayes decision rule,

Let X ~ N(u, 1) and let a priori distribution of
p be N(O, 1). Assuming quadratic loss function

Ly, 8) = [p — (X712,

find Bayes estimate of p and the corresponding
Bayes risk.

What is a sequential sampling plan ? When
would you advocate the use of such a plan ?
Determine the acceptance and rejection lines of a
sequential plan for fraction defectives.

State the reproduction property of Wishart
distribution. ‘

et A~ W(p, n, Z). Consider the transformation

A= CBC, Where C is a non- singular p x p matrix.

Show that B is distributed as W(p, n, A), where
=C1lz L

Let X ~ N(O, 1} under H; and X ~ C(1, 0)

under H,, where C(-) denotes Cauchy variate.
Find a-size MP test for testing H, against H,. 10
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(b} Let X,, X, .. X, be independent and
identically distributed random :variables each
having pdf

p*a1 -0 "%, x =01
fe(x)=

0, otherwise.

Test Hy : 6 = 8, against H; : 6 = 6; by SPRT.
Also find the OC function of the test. 10

(¢) Explain how principal components can be
extracted from a covariance matrix.

Let X' = [X,, X,, ..., X;] have a covariance
matrix ¥, with eigenvalue-eigenvector pairs

A, e),1=1, 2, .,k

where A 2 4y 2 ... 224 2 0.

Let Y, = e;X, i=1, 2, ..., k, be the principal

components, Show that

k k k
Oy +Opp t .t Oy = 2var(Xi) = z li = Zvar(Yi).

i=1 i=1 i=1
10
(d) Define canonical variables and canonical
correlations. Show that the canonical correlation
is invariant under scale transformation. 10
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